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Wing-Tip Vortex Calculations Using a High-Accuracy Scheme

David P. Lockard* and Philip J. Morris†
Pennsylvania State University, University Park, Pennsylvania 16802

The objective of the research described in this paper is to investigate the use of computational aero-
acoustics methodology and parallel computers to simulate the development of a tip vortex. A three-
dimensional Euler code, implemented using the message passing library and Fortran 90 on the IBM SP2,
is used to perform calculations of the steady � ow. Results are presented for low-speed � ow over a � nite
span NACA 0012 wing. Comparisons with experimental data show that the tip vortex is predicted to
diffuse too rapidly, but the high-accuracy scheme does reduce numerical errors. It is argued that Navier–

Stokes calculations on a much � ner mesh would improve the solutions, but they would be prohibitively
expensive for unsteady calculations.

Nomenclature
AR = aspect ratio
b = wing span
CL = wing lift coef� cient
cp = pressure coef� cient, (p 2 2p )/(1/2r uV u )` ` `

$ = discrete form of the arti� cial dissipation
^ = discrete form of the spatial derivatives
FL = wing lift force
h = mesh spacing
J = Jacobian
l = chord length
LE = leading edge
M = Mach number
n = normal vector
p = pressure
Q = vector of dependent variables
S = wing planform area
t = time
u, v, w = Cartesian velocity components
x, y, z = Cartesian coordinates
a = angle of attack
G = circulation
g = ratio speci� c heats
k, nmax, k0, b0 = scaling coef� cients for the arti� cial

dissipation
n, f, x = switches for the arti� cial dissipation
j, h, z = generalized coordinates
r = density

Introduction

I N this paper calculations of the steady � ow over a � nite
wing are performed using the high-order spatial operators

of a computational aeroacoustics (CAA) scheme and an ex-
plicit, time-marching algorithm. These solutions provide the
basis for future analyses of noise-generation mechanisms in-
volving a wing-tip vortex or � ap side-edge.

To perform acoustic calculations all of the transients in the
mean � ow need to be removed from the domain. If aerody-
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namic � uctuations persist, one is unable to identify the acous-
tics in the problem without taking extensive samples of the
data. This is one of the additional complications encountered
when using a fully numerical technique to solve for the total
variables in the simulation of acoustic phenomena. In the cur-
rent approach a time-independent solution is obtained for the
mean � eld. This is then used as the starting solution in sub-
sequent simulations of the unsteady problem. This approach
has been applied successfully by the authors to calculate the
noise radiated by unsteady vortical gusts encountering airfoils.1

CAA algorithms are designed to minimize dissipation and dis-
persion, so they are inef� cient at converging to a steady state.
However, because the time integration does not affect the
steady solution, local time stepping with modi� ed Runge–

Kutta (RK) coef� cients may be used to improve the damp-
ing characteristics and accelerate the movement of informa-
tion within the domain. To further enhance the convergence,
a multigrid method is employed. Once the converged steady
state is obtained, it may be used as the initial � ow� eld in a
time-accurate calculation. The results presented in this paper
illustrate the capability of high-accuracy spatial operators to
capture a � ow� eld that includes a tip vortex, and exemplify
the dif� culties of performing future time-accurate analyses of
problems involving a wing.

Although the ultimate goal of the current research is to sim-
ulate problems involving acoustics, the accurate calculation of
the steady � ow is equally important and can have a signi� cant
impact on acoustic phenomena. Furthermore, much can be
learned from the physics involved in wing-tip vortex problems.
Even in steady � ow, the tip vortex has a strong in� uence on
the mean aerodynamics. Unsteadiness within the vortex also
plays an important role in the generation of sound. George
et al.2 proposed that the turbulence in the tip vortex and the
separated region around the tip passes over the trailing edge
and causes noise. Any incoming disturbance is also likely to
be modi� ed by the presence of the vortex. Unfortunately, pre-
vious numerical simulations have had dif� culty in generating
tip vortices of the correct strength and in preserving them as
they convect off the wing. Accurate simulations of this wake
are necessary for blade vortex interactions and fuselage inter-
actions to be studied. Part of the dif� culty has been the pre-
dominant use of low-order schemes with high values of nu-
merical dissipation on highly stretched grids. Kramer et al.3

and Srinivasan et al.4 performed calculations for hovering ro-
tors using the Euler and thin-layer Navier– Stokes equations,
respectively. They found that the surface pressures were in
good agreement with experiment, but the wakes diffused much
too rapidly. Thus, if one is only interested in cases where no
vortex interactions occur, the Euler equations are suf� cient to
obtain realistic surface pressures. However, as Strawn5 noted



LOCKARD AND MORRIS 729

from his Euler calculations on unstructured grids, Euler sim-
ulations always produce vortex cores that are too large and
peak velocities that are too small. This is because viscous ef-
fects at the tip play an important role in the formation of the
vortex. At the tip, � uid particles from below the wing are
pushed around the tip into the low-pressure region on the up-
per surface. These particles undergo considerable acceleration
and deceleration during this migration. These gradients pro-
duce signi� cant viscous effects that alter the particle trajecto-
ries. However, to perform calculations with enough grid res-
olution near the tip has been intractable for these large,
three-dimensional problems because of computational resource
limitations.

Some of the experimental studies in this area includes work
by Francis and Kennedy,6 Felker et al.,7 McAlister and Taka-
hashi,8 and Shekarriz et al.9 These studies show that the tip
vortex rolls up tightly and moves away from the tip while
convecting over the upper surface. Devenport et al.10 made
measurements of tip vortex structures and concluded that the
vortex core is laminar. Even though the outer region is tur-
bulent, a turbulence model should not be needed to capture
the general characteristics of the vortex formation and initial
propagation within a few chord lengths from the wing. How-
ever, turbulence modeling will be necessary farther down-
stream and to simulate interactions of turbulence with the
wing.

Because it has been shown that the surface pressure may be
computed fairly accurately using the Euler equations, the cal-
culations presented here are inviscid. It is believed that the
present inviscid calculations demonstrate an ability to preserve
the vortex wake better than typical computational � uid dynam-
ics (CFD) methods. However, even the inviscid problem is
formidable. Not only are the computational demands high, typ-
ical wing grids from CFD are not suf� ciently smooth for CAA
applications. Most CFD grids have singularity points in the
vicinity of the tip. The current method is unstable around these
singularities. Therefore, an H – H mesh is used. Although these
meshes do not possess any singularities, they are discontinuous
in the � rst derivative at the leading edge. Therefore, special
treatment is required in this region for the code to produce
acceptable solutions. Furthermore, the H – H meshes for the
wing need to be generated in two blocks: One for the upper
surface and one for the lower.

In this paper the equations of motion in three dimensions
are given. Then the solution algorithm is discussed and some
discussion of the procedures for dealing with the discontinuity
in the grid metrics on H meshes is included. Some of the
details for dealing with multiple blocks are also addressed. The
majority of the paper is devoted to three-dimensional results
for low-speed � ow over a NACA 0012 wing. Comparisons are
made with experiment whenever possible. The growth of the
vortex is found to be much larger than that measured in ex-
periment, but many of the other parameters are well predicted.

Numerical Algorithm
The Fortran 90 code used in this research is written for

parallel computers using the message passing interface (MPI).
A detailed description of the parallel implementation can be
found in a previous paper by the authors.11 The explicit time-
stepping algorithm employed in this work can be programmed
ef� ciently to run on a collection of workstations such as the
IBM SP2. More information about the algorithm can be found
in Lockard.12

Governing Equations

The Euler equations may be used to describe acoustic phe-
nomena and are used for the current steady calculations. In
addition, to simulate � ows around curved bodies, such as

wings, generalized coordinates are used. The dimensionless
equations of motion in three dimensions may be written as

­r ­r ­r ­r ­u ­v ­w
1 u 1 v 1 w 1 r 1 1 = 0S D­t ­x ­y ­z ­x ­y ­z

­p ­p ­p ­p ­u ­v ­w
1 u 1 v 1 w 1 gp 1 1 = 0S D­x ­x ­y ­z ­x ­y ­z

­u ­u ­u ­u 1 ­p
1 u 1 v 1 w 1 = 0 (1)

­t ­x ­y ­z r ­x

­v ­v ­v ­v 1 ­p
1 u 1 v 1 w 1 = 0

­t ­x ­y ­z r ­y

­w ­w ­w ­w 1 ­p
1 u 1 v 1 w 1 = 0

­t ­x ­y ­z r ­z

The � uid is assumed to be an ideal gas. The Euler equations
and the ideal gas law form a complete set of equations that
may be solved for the dependent variables. g is taken as 1.4.
These dimensionless equations use the speed of sound as the
reference velocity and the airfoil chord as the length scale.

A transformation from (x, y, z) to (j, h, z ) space is applied
to the equations by expanding the spatial derivatives using the
chain rule. For example, the derivative in the x direction is
given by ­/­x = jx(­/­j ) 1 hx(­/­h) 1 zx(­/­z ). The sub-
scripts on the generalized coordinates denote partial differen-
tiation. The resulting equations can be solved ef� ciently by
grouping like terms. J denotes the Jacobian of the transfor-
mation.

Solution Algorithm

The governing equations can be written in the semidiscrete,
compact form

­Q
= 2[^(Q) 2 $(Q)] = 25(Q) (2)

­t

Here, ^ represents the discrete form of all the spatial deriva-
tives appearing in the governing equations. The spatial oper-
ator can either be sixth-order or possess the dispersion-rela-
tion-preserving (DRP) property developed by Tam and Webb.13

All of the calculations presented in this purpose use the DRP
coef� cients of Lockard et al.14 Linearized RK time integration
of the following form is used to advance the solution in time:

(1) nQ = Q
(s) n (s21) (0)Q = Q 2 a Dt{^[Q ] 2 $[Q ]} (3)s

n11 smaxQ = Q

The superscript n denotes the time step, and s is a stage counter
that runs from 1 to smax. For steady-state calculations, smax = 4
with a = [0.375, 0.5, 1.0, 1.0]. These coef� cients give good
damping characteristics over a wide range of wave numbers.
Other common choices for the a do not yield any signi� cant
improvement in the stability limit for the present scheme be-
cause of the large extent of the spatial operators. The local
time step is chosen based on the Courant– Freidrichs– Lewy
(CFL) constraint

CFL
Dt = (4)

( uU u 1 c u=j u ) 1 ( uV u 1 c u=h u ) 1 ( uW u 1 c u=z u )

The CFL number is typically chosen to be 1.1.
Riemann invariant15 boundary conditions are used at sub-

sonic in� ow boundaries for steady calculations. The method
of characteristic conditions developed by Thompson16 are ap-
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plied at out� ow boundaries. Furthermore, characteristic con-
ditions are applied for inviscid walls.

Arti� cial Dissipation

Because central-difference operators do not possess any im-
plicit dissipation, a � lter has been added explicitly. A higher-
order version of the adaptive dissipation of Jameson et al.17

has been implemented for this purpose. An optimized smoother
using a seven-point stencil is used as a background dissipation
rather than the fourth derivative used in Jameson’s implemen-
tation. This smoother, denoted by ­0/­j 0, is given by Tam and
Dong18 for a Gaussian half-width of s = 0.3p. It has been
scaled by 155 in the current implementation to make its level
more similar to the traditional fourth- and sixth-derivative op-
erators. This scaled operator is given by

0­ f 0 0= D ( f 1 f ) 1 D ( f 1 f )3 i13 i2 3 2 i12 i2 20­j
0 01 D ( f 1 f ) 1 D f (5)1 i1 1 i21 0 i

where

0 0D = 2.8782787434202, D = 215.4839628789933 2
(6)

0 0D = 36.432863910249, D = 247.65435954935241 0

i is used as the index of the discrete points in the j direction.
Recall that the step size is unity in the computational plane.
Standard second- and fourth-derivative dissipation is also em-
ployed near discontinuities and boundaries.

Many switches for the arti� cial dissipation have been in-
vestigated that are more appropriate for acoustical calculations.
Switches designed purely for acoustics are found to perform
poorly for steady-state calculations because they are too sen-
sitive to the wave-number properties of the � ow. A new switch
has been implemented here that accounts for the needs of the
two calculations. It has been used successfully to converge
� ows with shocks and still maintain better properties for
acoustics. The dissipation is de� ned in the nonconservative
form as

$ = $ 1 $ 1 $ (7)j h z

where the terms in the j direction are

2 0­ ­2 2 2$ = ( uU u 1 c j 1 j 1 j ) « 1 «Ïj x y z 2 0S D2 0­j ­j
4k ­ pi

n = min d , , n = max(n , n , n ) (8)i 2 max i2 1 i i11S D4p ­ji

« = max[0, 4(n 2 n )], « = max(0, d 1 f 2 2« )2 max 2 0 0 2

Analogous expressions are used in the h and z directions. The
term f is used to increase the coef� cient of the basic smoother
linearly in a regime when the second derivative dissipation is
off, but low-amplitude waves are poorly represented on the
grid. It is given by

maxf = xb d (9)0 0

where

x = min[b , max(0, n 2 n )]1 max 0
(10)

b = (0.1n 2 n ), b = max(0, 1/b )0 2 0 1 0

The scaling factors b0 and b1 are calculated once and stored,
and so they do not add much work to the calculations. In the
current implementation, k = 0.3 is a scaling coef� cient for the
switch. d0 = 1e 2 3 is the background level of the basic

smoother. The background smoother begins increasing above
its background level when the switch exceeds n0 = 1e 2 5.

= 0.01 is the maximum allowable value of the backgroundmaxd0

smoother. d2 � xes the maximum allowable value of the second-
derivative dissipation and is set to 0.15. n2 = 0.02 de� nes a
threshold value below which no second-order dissipation is
used.

At boundaries the dissipation stencil is decreased from seven
to � ve and then to three points. Hence, the sixth-derivative,
fourth-derivative, and then the second-derivative dissipation
are utilized in the normal direction to a boundary as the bound-
ary is approached. No dissipation is applied normal to a bound-
ary on grid lines that represent in� ow and out� ow boundaries.
A constant scaling factor of 7e 2 3 is used for the three points
at the boundary using the different dissipation operators. How-
ever, at solid walls dissipation is applied at the wall. Because
large gradients tend to exist there, having no dissipation at the
wall produces poor results. Using extrapolated values for a
ghost cell inside the wall allows a second-derivative dissipa-
tion to be applied at the wall, but it reduces to the identical
dissipation applied at the neighboring point when quadratic
extrapolation is used. Applying the negative of the neighbor’s
second-derivative dissipation is used instead because this tends
to reduce the variations between the wall and its neighbor. The
scaling coef� cient at the wall at the adjacent point is 0.03. The
fourth- and sixth-derivatives use 0.02 and 0.01, respectively.

Multigrid Acceleration

Jameson’s full approximation storage (FAS) method19 is
used to accelerate convergence to a steady-state of the Euler
equations. Because CAA algorithms are designed to preserve
wave-like phenomena, they are poorly suited to obtain steady
solutions. Thus, multigrid and other acceleration techniques
that preserve the spatial accuracy need to be exploited.

Basic to any multigrid scheme are transfer operators. The
full weighting operator is used to restrict the residual.20 In ad-
dition, the Jacobian is used as a weighting factor. In one di-
mension, the restriction of the residual is given by

i 2i2 1 2i 2i115 1 5 5 52h h h h
= 2 1 2 1 (11)S Di 2i21 2i 2i11J 4 J J J2h h h h

The superscript denotes the grid point, and i ranges from 0 to
N/2 2 1. N represents the grid size on the � ne mesh. In three
dimensions the restriction operator is applied once in each di-
rection. Direct injection is used for the solution variables. Fur-
thermore, all grid parameters, such as the metrics, are restricted
by simply scaling directly injected values.

The correction to the solution is prolonged from a coarse
mesh to a � ne mesh using bilinear interpolation. This correc-
tion is the difference between the current solution on the coarse
mesh and the starting one obtained by restricting the � ne-grid
solution.

By using these operators to transfer information between
meshes, a multilevel algorithm may be implemented. The
stages of the RK scheme on a coarse mesh, 2h, are given by

(s) (0) (s21) (0)Q = Q 2 a Dt {^[Q ] 2 $[Q ] 1 3 } (12)2h 2h s 2h 2h 2h 2h

where 32h is a forcing function de� ned by

2h3 = 0 [^ (Q ) 2 $ (Q ) 1 3 ]2h h h h h h h

(0) (0)
2 {^ [Q ] 2 $ [Q ]} (13)2h 2h 2h 2h

The forcing function on the � ne mesh, 3h, is zero. Because
the forcing function contains the residual of the coarse mesh
from the � rst RK stage, the solution on the coarse mesh will
be driven by the � ne-grid residual. This can be exploited by
using a different scheme on coarser meshes. A second-order,
central-difference spatial operator with a constant-coef� cient,
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Fig. 6 Time spent passing messages for three-dimensional
multigrid code using three levels.

Fig. 5 Scalability study for the three-dimensional multigrid code.

Fig. 4 Convergence history for three levels of multigrid on 16
processors. NACA 0012 wing with M = 0.117, a = 5 deg, b = 8.54.

Fig. 3 H grid for a NACA 0012 airfoil.

Fig. 2 x– z planes of a grid for a NACA 0012 wing.

Fig. 1 x– y planes of a grid for a NACA 0012 wing.

second-derivative dissipation is used on all coarse meshes.
This allows the CFL number to be increased to 1.8 on coarser
meshes and further reduces the work. The communication is
also reduced because the number of planes of data needed to
accommodate the standard stencil at a processor interface is
reduced from three to unity.

The process may be repeated for as many meshes as desired,
but only a maximum of four levels have been used successfully
with the current code. The � nest mesh is chosen to have 2n
1 1 points in each direction, where n is an integer. This allows
the boundaries to be maintained as the grid is reduced. A three-
level, sawtooth cycle is used with two RK iterations on the
coarsest mesh, and one on all other meshes. All boundary con-
ditions are applied after every restriction and prolongation of
the solution variables. The solution is started on the � nest mesh
with the sawtooth cycles continuing until convergence is ob-
tained.

Steady Three-Dimensional Solutions
for a NACA 0012 Wing

Steady, inviscid solutions for a NACA 0012 wing are in-
vestigated to substantiate the possibility of performing un-
steady calculations in three dimensions using a CAA method.

The span of the rectangular wing is 8.54 when normalized by
the chord length. Because the chord is used as the reference
length, AR is also 8.54. The tip is rounded to minimize the
discontinuity in the grid in that region. The H– H mesh for the
calculations has been obtained using version 11 of the program
Gridgen. The x and y directions coincide with the airfoil chord
and its normal, respectively. z is used in the spanwise direction.
Only half of the wing is included in the simulation. A sym-
metry condition is applied at the root plane that passes through
the center of the wing. This plane can be seen in Fig. 1, where
the x– y planes of the edge of the computational domain are
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Fig. 7 Pressure coef� cient contours for � ow over a NACA 0012 wing. M = 0.117, a = 5 deg, b = 8.54: a) root plane, z = 24.27; b) z =
21.0; c) z = 20.1; and d) tip plane, z = 0.1.

shown. The grid has been reduced by a factor of 4 in each
direction and has been truncated for plotting purposes. The
actual domain extends to x = 10 in the streamwise direction.
The leading edge of the tip corresponds to the (x, y, z) point
of (0, 0, 0). Because the tip is actually a circular arc, the actual
maximum extent of the wing tip is at a z location of 0.12,
which corresponds to the thickness of the NACA 0012 airfoil.
Along the maximum z plane, Riemann invariant boundary con-
ditions are used.15 The x – z planes for the computations are
shown in Fig. 2. Riemann invariant conditions are applied on
the the upper and lower boundaries. At the center of the do-
main is the wing and the interface between the upper and lower
halves of the blocks of the H– H meshes. Along the wing sur-
face, slip-wall conditions are applied. Everywhere else along
that plane data are transferred between the two blocks. The
solution along the interface is obtained by averaging the so-
lutions from the two blocks.

The primary dif� culty with H grids is the discontinuity in
the metrics at the leading edge of the airfoil. Figure 3 shows
a close-up view of the mesh around the airfoil. At the leading
edge, the grid line turns by 90 deg. Hence, this is a singular
point in the mapping. Because the high-accuracy operators
used in this paper assume that all quantities are smooth, any
derivatives across this point would be incorrect. Therefore, the
stencils in the vicinity of the leading edge must be modi� ed

so that they do not cross the singular point. The bottom bound-
ary corresponds to a hmin edge. At the singular point it is a j
line that is normal to the airfoil surface. Therefore, that point
is solved as if it were a jmax boundary with a fully biased
operator. The stencils for the j derivatives at the left and right
adjacent points use biased operators that do not cross the sin-
gular point. The order of the discretization is reduced to sec-
ond-order at the singular point. The order of the dissipation is
also reduced so that the dissipation stencil encompasses the
same range as the stencil used for the derivatives of the � ow
variables. Derivatives in the h direction along the block
boundary require information from the other block. Hence, this
is considered a message-passing type of boundary. The main
difference is that the solution is averaged along the block in-
terface after each RK stage. Also, the h derivative at the sin-
gular point is second order. The � nite difference, derivative
operators used to generate the metrics are also modi� ed in an
identical manner. A similar procedure is applied at the wing
tip.

The operating conditions for the simulation are chosen to
match those used by Devenport et al.10 in their experiments.
The Mach number of the � ow is 0.117, and the angle of attack
is a = 5 deg. In the numerical simulations the freestream vector
is rotated by 5 deg to simulate the angle of attack. Thus, there
is a mean component of velocity in both the x and y directions.
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Fig. 8 Surface pressure coef� cient distributions for � ow over a
NACA 0012 wing. M = 0.117, a = 5 deg, b = 8.54: a) root plane,
z = 24.27 and b) z = 20.1.

Fig. 9 Tangential velocity pro� les through the vortex core at the
trailing edge of a NACA 0012 wing. M = 0.117, a = 5 deg, b =
8.54.

The experiments were conducted in a low-speed tunnel with a
freestream velocity of 40 m/s and a Reynolds number around
5.3 3 105. The wing in the experiment had an aspect ratio of
8.66. Although Devenport et al.’s data extend to x = 30, which
is beyond the present computational domain, comparisons can
still be made up to x = 10. The simulations are performed on
the IBM SP2 with RS6000 model 590 nodes with a high-speed
switch. Sixteen processors are used for the calculations. The
grid consists of two blocks of 177 3 65 3 85. A total of 1.955
million points are used. To accelerate the convergence to
steady state, a three-mesh-level multigrid sawtooth cycle is
used. Figure 4 shows the convergence history of the density
residual as a function of CPU minutes and cycles. The residual
drops three orders of magnitude very quickly but then levels
off. Comparisons of the solutions after 1200 cycles show very
little difference from that after 2500 cycles. As far as the mean
aerodynamics are concerned, the solution can be considered
converged. However, to start an unsteady simulation using this
mean � ow, it is convenient to obtain convergence to machine
zero. There are two contributing factors that stall the conver-
gence. The � rst is the special operators that must be applied
on the wing surface in the vicinity of the block boundary.
Because these operators must be set explicitly, the switch in
the arti� cial dissipation cannot be used to determine the scaling
coef� cients and stencil size for the smoothers. Hence, it is
unlikely that the arti� cial dissipation will vary smoothly from
the leading edge to other points around the airfoil. This prob-
lem is particularly acute at the corner of the tip. The same
argument holds for the biased and reduced-order derivative
operators used around the block interface at the leading edge
and tip. However, complete convergence has been obtained in
two dimensions using a similar approach. The three-dimen-
sional nature of the current problem and the dif� culties with
the tip region do result in some additional dif� culty in obtain-
ing complete convergence. An additional problem, which ac-
tually results in higher levels of the residual, is at the boundary
in the x – y plane off the tip. The tip vortex induces a swirling
� ow that attempts to move � uid in and out of this boundary.
The Riemann conditions do not model this type of � ow prop-
erly. Although this causes errors near the boundary, they are
small compared with the variations in the mean � ow caused
by the presence of the wing.

The scalability of the multigrid code is investigated in Fig.
5. The CPU per grid point per cycle is used as a measure of
performance for 8 – 64 processors. The problem requires too
much memory to run on four nodes when each node has 128
Mbytes of memory. The � gure shows that the code does scale
relatively well up to 64 processors. All of the calculations are
performed in a few hours on 16 nodes at a M� op/s rate per
node of 33. The total M� op/s rate is 534. With 64 nodes, the
code obtains nearly 2 G� op/s. There is some degradation in
performance as the number of processors is increased. This
effect is exacerbated by the multigrid because much of the
work is performed on smaller grids. The coarsest mesh is re-
duced by a factor of 64 compared to the � nest mesh. Dividing
this mesh among 64 processors results in only 326 points on
each node. This produces a higher percentage of time spent
sending messages, as shown in Fig. 6. The � gure also accen-
tuates the importance of fast communication for three-dimen-
sional problems when entire planes of data must be sent to
adjacent nodes. Still, the speed-up is fairly good.

Pressure coef� cient contours at several positions along the
span are presented in Fig. 7. The � ow is two dimensional at
the root plane where the symmetry condition is applied. A
comparison of Figs. 7a and 7b shows that only a small vari-
ation in the distribution is obtained between the root and one
chord length from the tip. Figures 7c and 7d show the distri-
bution near the tip. The � ow is considerably different in the
rounded region of the tip shown in Fig. 7d. Almost no lift is
generated in this region. A numerical integration of the pres-
sure on the wing produces a dimensionless lift for the half-

span of FL = 0.0132. This can be compared with the results of
classical lifting-line wing theory that can be found in any good
text on aerodynamics such as Anderson.21 The formula for the
lift-curve slope is

dC aL 0
= (14)

da 1 1 a (1 1 t)/(pAR)0

a0 = 6.303/rad is the lift-curve slope for the NACA 0012 airfoil
section, and t = 0.08 accounts for the rectangular shape of the
wing. The lift coef� cient for the wing is then

dCL
C = a (15)L

da
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Fig. 10 Velocity vectors for � ow over a NACA 0012 wing. M = 0.117, a = 5 deg, b = 8.54. The mean vertical velocity has been removed.
x = a) 1.5, b) 2.5, c) 5, and d) 10.

because the NACA 0012 is symmetric and has no lift at a =
0 deg. The resulting lift force is estimated to be FL = 0.0128,
which compares well with the numerical result. The pressure
coef� cient on the wing surface has also been compared with
the results from CFL3D,22 a well-established CFD code. It was
run in an inviscid mode with the identical � ne grid used with
the CAA code. Figure 8 compares the solutions from the two
methods. Because CFL3D is a low-order, implicit code, it is
able to handle discontinuities much better than the CAA code.
This is evidenced in the region near the trailing edge where
the CFL3D solution remains smooth, whereas oscillations are
evident in the CAA code’s solution. However, the high-order,
low-dissipation nature of the CAA scheme produces a much
stronger tip vortex and enables it to resolve most of the � ow
features on a coarser mesh than typical CFD codes. Hence, the
slight differences between the solutions in the cp plots are not
unexpected. The differences in the dissipation of the two meth-
ods is illustrated in Fig. 9, which compares the tangential ve-
locity pro� les through the tip vortex in the plane x = 1 that
passes through the trailing edge of the wing. From the incep-

tion of the vortex the velocity change through the core is quite
different from the two simulations, and the difference becomes
greater as the vortex moves downstream.

To visualize the tip vortex, velocity vectors in several x– z
planes are shown in Fig. 10. Four different stations in the
streamwise direction are shown ranging from x = 1.5 to 10
(Figs. 10a– 10d). In these � gures the mean component of ve-
locity in the y direction has been subtracted from the total v
velocity to the make the vortex easier to identify. The vectors
at the trailing edge are not shown because the presence of the
body distorts the vortex and one mainly sees the � ow going
from under the wing to above it. After a half-chord, a vortex
may be seen clearly in Fig. 10a. The sequence shows that the
vortex center is displaced inboard and upward as it moves
downstream. The vertical distance is somewhat exaggerated
because the vortex is also convected upward by the mean � ow.
However, there is additional motion in this direction beyond
that caused by the mean � ow. The sequence also shows that
the vortex increases in size and becomes somewhat weaker
away from the wing. Because this is an inviscid simulation,
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Fig. 13 Vertical velocity pro� les through the vortex core for a
NACA 0012 wing. M = 0.117, a = 5 deg, b = 8.54: a) 61 3 33 3
43 and b) 177 3 65 3 85.

Fig. 12 Mach number contours for � ow over a NACA 0012 wing
in the x = 2 plane. M = 0.117, a = 5 deg, b = 8.54.

Fig. 11 Pressure coef� cients contours for � ow over a NACA 0012
wing in the x = 2 plane. M = 0.117, a = 5 deg, b = 8.54.

little or no decay should be obtained. However, numerical dis-
sipation will cause a viscous-like decay if there is not suf� cient
resolution of the vortex. The solution in Fig. 10d represents
the edge of the computational domain. The vortex is still
clearly identi� able, indicating that the characteristic boundary
conditions are able to allow the vortex to pass through with
only minimal errors.

The pressure coef� cient in the vortex at x = 5 is shown in
Fig. 11. A fairly signi� cant pressure drop clearly identi� es the
vortex. This pressure drop persists to the out� ow boundary.
The Mach number contours in the streamwise direction for this
plane are shown in Fig. 12. The dark region represents a small
wake. Because the problem is inviscid, there should be a vor-
tex sheet behind the wing, but not a viscous wake associated
with a boundary layer on the wing. However, the arti� cial
dissipation produces a slight velocity de� cit of about 10% near
the wing surface. This de� cit does not affect the other � ow
variables. At x = 5, Devenport et al.10 found that the minimum
value for the Mach number in the streamwise direction at the
core of the vortex should be around 0.1. The numerical data
show higher velocities. This should be expected because the
no-slip condition is not applied. The real vortex core is formed
around the tip of the wing where all of the velocities are zero.
This part of the physics, that is missed by the inviscid model,

produces vortices that are different from those measured in
experiments.

To examine the dynamics of the vortex as it propagates away
from the wing, data are extracted through the vortex core at
different x locations. The core is identi� ed by examining vec-
tor plots of the velocities similar to those shown in Fig. 10. A
postprocessing program is used to extract data along the y and
z directions through the core. The variation of the vertical ve-
locity with z is shown in Fig. 13. The mean contribution to
the vertical velocity is 0.01, which accounts for the offset in
the curves. Comparisons are made between solutions from the
original grid and one reduced by a factor of 2 in each direction.
In addition the coarse mesh only extends to x = 4.5 in the
downstream direction. The solution on the coarse 61 3 33 3
43 grid in Fig. 13a exhibits a rapid diffusion of the vortex.
Furthermore, the peak velocities are small compared with
those from the � ne grid shown in Fig. 13b. On this coarse
mesh, the tip is resolved poorly and resembles a wedge. The
solution on the � ner grid shows only minimal diffusion of the
vortex. It is interesting that most of the decay in the velocity
difference is associated with the positive peak. The negative
peak decays slowly with downstream distance. It appears that
most of the decay is associated with the vortex eliminating its
asymmetry that is caused by the interference with the wing.
While near the wing the maximum velocity is associated with
the � ow moving up around the tip. The negative velocity is
inhibited by the no-penetration condition at the wall, so that
its magnitude never becomes as large. As the vortex moves
downstream, the positive peak decreases to obtain nearly the
same magnitude of velocity as the negative peak. This is sim-
ilar for the tangential velocity w shown in Fig. 14. Figure 14a
again shows that the solution is relatively poor on the coarse
grid. There is not enough resolution to generate the correct
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Fig. 14 Tangential velocity pro� les through the vortex core for
a NACA 0012 wing. M = 0.117, a = 5 deg, b = 8.54: a) 61 3 33
3 43 and b) 177 3 65 3 85.

Fig. 15 Location of the tip vortex core as a function of down-
stream distance for � ow over a NACA 0012 wing. M = 0.117, a =
5 deg, b = 8.54. y measured from a) airfoil axis and b) freestream
vector.

strength or maintain the vortex. Figure 14 shows that the pos-
itive peak in the w velocity changes slowly, whereas the neg-
ative peak decreases to almost the same magnitude as the pos-
itive peak. Again, it is surmised that this is an adjustment by
the vortex to remove its initial asymmetry. Nonetheless, the
effects of the no-slip condition and viscosity have been ne-
glected and they could alter this development. The additional
decay is probably a result of the arti� cial dissipation and grid
resolution. Because the scheme has relatively little background
dissipation, a � ner grid would be required to improve the re-
sults. Calculations with smaller values of the dissipation have
been included to demonstrate that they have only a small effect
on the solution and are described next. However, the alterna-
tive choice of increasing the grid resolution everywhere is im-
practical.

The position of the vortex core as a function of downstream
distance is shown in Fig. 15. Recall that the y = 0, z = 0
position refers to the vertical center of the wing tip. Two dif-
ferent values of the dissipation are used. The larger value of
d0 = 1e 2 3 is the baseline. The lower value of d0 = 1e 2 4
is actually too small to be used in an unsteady calculation and
is barely enough to suppress odd– even decoupling. Figure 15
shows that the background dissipation has very little effect on
the position of the vortex. The solutions have the correct dis-
placement of the vortex upward and in toward the root. This
motion is caused by the induced velocities of the tip vortices
and the vortex sheet behind the wing. In Fig. 15a, the location
of the vortex core in the y direction is measured from the
airfoil axis. In Fig. 15b it is measured from the freestream
vector. This shows that the motion in the y and z directions is
similar when the convection by the mean � ow is excluded.
The position of the vortex is subject to wandering in experi-
ments that makes it extremely dif� cult to identify the position

of the vortex core. Devenport et al.10 made careful measure-
ments to identify the wandering and correct the data accord-
ingly. At x = 5 the spanwise displacement was found to be z
= 20.17. This is close to the value found in the numerical
simulation. At x = 10 Devenport et al. measured the displace-
ment to be around z = 20.35, which is much larger than that
from the simulation. In the experiment the vertical displace-
ment was measured from the lowest point in the wake center-
line. This should be close to the distance from the freestream
vector. The vertical displacement was 0.18 at x = 5 and 0.28
at x = 10. The measured vertical displacement is considerably
larger than that obtained from the simulation, but the differ-
ence in the reference location may be partially responsible for
the discrepancy. The displacements typically have a square-
root variation with downstream position. Devenport et al.’s
data show this very clearly between x = 5 and 30.

The vortex core size and the velocity difference across the
core are shown in Fig. 16. The core size is taken to be the
distance between the peaks in the velocity pro� les shown in
Figs. 13 and 14. The core size in Fig. 16a shows a rapid in-
crease just past the the trailing edge. After this initial period,
the core size increases slowly with downstream distance. How-
ever, the core size is consistently larger for the higher back-
ground dissipation. For each case the core size measured in
the y and z directions are also similar, and the velocity change
across the vortex shown in Fig. 16b also becomes nearly iden-
tical after x = 2.5. Devenport et al.’s experiment at x = 5
showed the core size to be approximately 0.074, which is less
than half that obtained in the simulation. Furthermore, the ve-
locity difference from the experiment is around 0.067, which
is slightly above that found in the simulation. However, De-
venport et al.’s data show little change in the vortex parameters
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Fig. 16 Tip vortex core size and maximum velocity change for
� ow over a NACA 0012 wing. M = 0.117, a = 5 deg, b = 8.54: a)
vortex core size and b) velocity change across the vortex core.

Fig. 17 Circulation in the tip vortex as a function of radius for
� ow over a NACA 0012 wing. M = 0.117, a = 5 deg, b = 8.54.
Experimental data are from Devenport et al.10

between x = 5 and 30. One would expect that the vortex in
the simulation would continue to exhibit some decay if the
computational domain were extended.

The circulation for the tip vortex is calculated by integrat-
ing numerically the velocity � eld around a closed contour of
varying radius. The circulation is given by

G = V ?ds (16)R
Figure 17 shows the circulation as a function of the radial size
of the contour at several downstream locations. The circulation
is relatively insensitive to the downstream position. Hence, the
simulated vortex appears to conserve circulation. The circu-
lation at x = 10 is slightly different from that at other locations
for small radii. This is indicative of the spreading of the vortex.
The circulation is normalized by the theoretical circulation at
the root given by

G = (2/p)M C (17)0 ` L

determined by assuming an elliptical load distribution. The
wing lift coef� cient is 0.439. This yields G0 = 0.0327. The
plot also reveals that much of the vorticity is outside of the
vortex core. According to the lifting-line theory, this is the part
of the vortex sheet that is generated by the wing. Far down-
stream, the vortex sheet will roll up completely into the tip
vortices. At this early stage of development, much of the vor-
tex sheet is still intact. Devenport et al.10 calculated the cir-
culation from their experiment. Some of these data are in-
cluded in Fig. 17. On a semilog plot it varies nearly linearly
outside of the core. This is in good agreement with the sim-

ulation and is also found using lifting-line theory. From the
experiments G /G0 = 0.41 at r = 0.1, and G /G0 = 0.76 at r =
0.6. These values are very close to those determined from the
simulation.

Conclusions
The steady simulation of a relatively complex aircraft com-

ponent using the high-accuracy operators of CAA algorithms
moves numerical studies of acoustics closer to the goal of pro-
viding designers with useful information about realistic con-
� gurations. However, considerable work remains to be done.
Although the current simulation preserves the tip vortex rela-
tively well compared to modern CFD schemes, the decay is
still too large. Even if the hypothesis about the vortex adjust-
ment to eliminate its initial asymmetry is correct, the decay
beyond this point is larger than that observed in the experi-
ment. The core size of the vortex in the simulation is at least
double the size observed in the experiment after only a few
chords of propagation. Furthermore, the initial development of
the vortex is likely to be altered signi� cantly by viscosity. Be-
cause the vortex remains extremely tight, a very � ne grid
would be required to resolve the gradients through the vortex
core. However, a time-accurate simulation on a viscous grid
would be prohibitive because of the time-step restriction. Fur-
thermore, the generation of a structured grid in three dimen-
sions is a dif� cult and time-consuming process. The H – H
mesh used in this study is far from ideal because of the dis-
continuity in the grid metrics near the edges of the wing. The
special treatment used in this research allows solutions to be
obtained, but oscillations are still evident in these regions.
These oscillations not only inhibit convergence, but they also
generate errors, primarily in the form of entropy.

These are still signi� cant issues that must be addressed to
obtain the maximum accuracy from CAA calculations. How-
ever, some useful information could be obtained from time-
dependent simulations using the present method. It may not be
feasible to address all of the problems immediately, but this
should not deter researchers from using CAA schemes for
problems where they are readily applicable.
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